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The main challenge of facial landmark localization in real-world application is that the large changes of
head pose and facial expressions cause substantial image appearance variations. To avoid high
dimensional facial shape regression, we propose a hierarchical pose regression approach, estimating
the head rotation, face components, and facial landmarks hierarchically. The regression process works in
a unified cascaded fern framework with binary patterns. We present generalized gradient boosted ferns
(GBFs) for the regression framework, which give better performance than ferns. The framework also
achieves real time performance. We verify our method on the latest benchmark datasets and show that
it achieves the state-of-the-art performance.
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1. Introduction

Automatic facial landmark detection/localization is a long-
standing problem in computer vision. It plays a key role in face
recognition systems and many other face analysis applications. In
[1], it has been shown that the performance of face recognition
can be remarkably elevated when facial landmark locations can be
utilized. In the application of facial attribute analysis [2,3], precise
facial landmark locations need to be found for feature extraction.
In [4], the facial landmarks are used as the input to drive the
animation of a 3D avatar. For the above reasons, the problem of
facial landmark localization has been extensively studied during
the past decades, and great improvements have been achieved on
the standard benchmarks, such as BiolD [5], LFPW [6], AFLW [7]
and 300-W [8]. However, the large variations of face appearance
caused by illumination, expression, and out-of-plane rotation
make the robust and accurate localization in real-world applica-
tions still a challenging task.

Recently, explicit regression based methods have achieved
the state-of-the-art performance for accurate and robust face
alignment. The basic framework of these methods is to treat the
landmark localization as a regression task: Let S be a parametric
face shape. For a given input image I with an initial shape
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estimation S°, S is progressively refined by cascaded regressors ¢
at stage t:

Stzst—'lodjt(f[(l,st—l)), (])

where f represents a feature extraction function, such as SIFT [9],
HOG [10], and binary feature [11-14].

Compared with the generative model based methods, such as
ASM [15] and AAM [16], this framework has the following
advantages: (a) since it incorporates facial appearance in a reason-
able coarse-to-fine manner, the regression strategy avoids large
computation caused by local window search or model fitting;
(b) global facial context is incorporated into the regression at the
beginning; during the cascaded regression stages, the facial con-
text is refined from coarse to fine so that it is constrained to a local
region for precise landmark localization; (c) it is capable of
handling a large amount of training data, which improves the
generalization power when used in real world scenarios.

However, since the above approaches utilize global regressors
for shape regression, they might suffer from the high dimensional
regression problem when a large number of landmark points are
required: Firstly, the high dimensional regression training cost
might be unaffordable if we need to learn the features from large
training data; Secondly, it can easily cause overfitting and hurt
generalization ability during testing. In addition, it might not be
the optimal strategy to use a global regression during the whole
landmark localization process, because the face shape is refined in
local regions during the latter stages of the regression. For
example, it does not make sense that the local features in the
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components of the eyes will influence the position of the mouth.
In [11,6], a non-parametric shape prior is utilized to handle the
high dimensional regression and it achieves the state-of-the-art
performance.

In this paper, we propose a new regression framework to locate
facial landmarks for real world applications. To handle the high
dimensional face shape regression problem, we estimate facial
landmarks in a hierarchical way, where the high dimensional
shape is decoupled into a set of low dimensional parameters,
which includes head rotation, facial component location and the
whole facial landmark position. In the remaining parts of the
paper, the head rotation and the locations of facial components
and landmarks together are referred to as facial pose. Fig. 1 shows
the overview of the framework. There are three levels in the
hierarchical pose regression: head rotation, face components, and
facial landmarks. In each level, we estimate the pose using
generalized Gradient Boosted Ferns (GBFs). The motivation for
our hierarchical structure is that the image appearance variations
can be reduced in each level gradually. Besides, reducing the
regression dimension also makes the learning process easier.
Specifically, with the head rotation estimated in the top level,
we obtain the conditional probability over the whole view space.
Then we estimate the rest pose parameters with the view-based
GBFs in level 2 and level 3. Also, in level 2, we estimate the
locations of a few facial components, further constraining the
regression space for level 3. The recent work [17] is especially
related to our approach in its hierarchical strategy for shape
regression. The high dimensional face shape input is decoupled
into a set of facial components and the pose estimation is also
performed in the final refinement stage. The deep convolutional
neural network (CNN) [18] is used for the cascaded regression.
Different from [17,18], our approach does not need the heavy
computation used by CNN. Also, it works in a unified framework
and does not need to crop the facial component patches in the
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cascaded stages for regression, which also saves substantial
computation.

In the experimental section, we will show that using simple
binary features with tree-based regression approaches can effi-
ciently handle the high dimensional shape input. The proposed
method is evaluated on the latest challenging datasets of [19,1,8]
and achieves the state-of-the-art performance.

2. Related work

Early work on facial landmark detection is often treated as a
component of face detection. Burl et al. [20] develop a bottom up
approach for face detection where it needs to first detect candidate
facial landmarks over the whole image. Gabor filters [21] have
been applied to large-scale facial parts such as eyes, nose, and
mouth. Without the global shape constraints, false alarm is the
main challenge for these component based detection approaches,
even for well-trained detectors.

To better handle larger pose variation, constraints can be built
on the relative locations between facial components. It can be
expressed as predicted locations of one facial component given
another location [21]. In [7], the DPM [22] style detector is used for
multi-view facial landmark detection and pose estimation simul-
taneously. Alternatively, the constraints can also be built on the
joint distribution of all facial components. When such constraints
are modeled as a multivariate normal distribution, it results in the
well-known Active Shape Model (ASM) [15,23] and Active Appear-
ance Model (AAM) [16,24,25]. ASM is extended in [26,27] by using
a Gaussian Mixture Model for shape distribution whereas [28]
utilizes a mixture of Gaussian trees to describe the relation
between landmark positions and the face bounding box. Non-
parametric shape constraint derived directly from training sam-
ples is used in [6].

Facial landmarks

Fig. 1. Overview of our hierarchical pose regression approach, which is based on a unified framework with sequential groups of generalized gradient boosted ferns (GBFs).
The conditional view-based GBFs are enclosed by the red rectangle on the left. (For interpretation of the references to color in this figure caption, the reader is referred to the

web version of this article.)
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Explicit shape regression has emerged as the leading approach
for accurate face alignment in the past several years. As mentioned
in the introduction section, it can incorporate the holistic facial
context in a coarse-to-fine manner and avoid expensive local
searching. These approaches can be divided into two categories
based on the used features, handcrafted or learned. The process in
[9] uses the SIFT feature whereas the HOG feature is used in [10].
Both of them utilize simple linear regression. For the learning
based methods, [18] formulates the regression into the framework
of a convolution neural network (CNN) and uses image patches as
the input directly.

3. Boosted regression with comparison-based features

Comparison-based features have been applied to many com-
puter vision problems. These features are ideal for real time
applications as they can be computed very fast. Besides, the
algorithms have great discriminative power by aggregating these
comparison-based features. Generally, traditional random ferns
work with pixel-based features, which describe the pixel value
difference and can work well when the regression space is
relatively small. However, for images with substantial appearance
variations, pixel-based features are too weak and lower the
convergence rate of an algorithm. Instead, we extend the use of
ferns and employ patch-based features to fit our approach. These
generalized ferns work with patch and pixel comparison features
in different levels in our hierarchical regression.

Given input data {x; e Rf }’1\1 in an F-dimensional feature space
and an S-dimensional regression target, a fern takes the input
feature vector q;e RM (M <F,q; is a subset of x;) and outputs
prediction y; € RS. It contains a threshold for each dimension of x;.
The M-dimensional input features and thresholds are selected
randomly in the training process. In testing, each dimension of x; is
compared with the corresponding threshold to create a binary
signature of length M. Consequently, every input vector can be
assigned to one of the 2™ bins. The output of a bin is the mean of
the predictions y of the training samples that fall into the bin.
Random ferns can also be treated as a lower-parametric version of
random forests [29]. It is reported in [30] that by aggregating
random ferns, we can obtain comparable discriminative power as
random forests in the classification problem.

fern |

patch-based .
features fern |

e [ GBF m headpose
L)

fern y

We introduce random fern to the gradient boosting framework
[31]. The boosting method fits our problem since it provides an
efficient way to select the features for the random ferns. Specifi-
cally, in the training process of GBF, our goal is to find a function F
(x) that maps an input feature vector x to a target value y, while
minimizing the expected value of the loss function ¥(y, F(x)). F(x)
is in a form of a sum of weak regression functions,
F(x)= {:1af(qt;€t), where « is a learning rate (a@ =0.05 in our
experiments), and f(q'; ") is the regression function of a fern, with
q" and 6" being the corresponding feature and threshold respec-
tively. For simplicity, the outputs of the bins in a fern are not
identified explicitly in the equation, as they are determined
directly by the training samples together with q and 6.

A greedy stage-wise approach is employed in the learning
process. At each stage t, we find a weak regressor f(q';0") that
maximally decreases the loss function:

N
iq'.0"y =arg min 3 ¥ Fe100)+1::0). )
q. i=

A steepest descent step is then applied for the minimization
problem of (1). However, it is infeasible to apply gradient descent
on g and @ as a fern represents a piecewise-constant function.
Instead, at each stage t, we compute the “pseudo-residuals” by

o [a&"(yi—ﬂxi»

oF(x) =

<

:|F(X):Fr71(x)

In our implementation, we use the least-squares for the loss
function ¥(y,F(x)) and then y; =y;—F;_1(x;). The problem is thus
transferred to

N
{¢'.0'y =argmin ¥ 11y;,—f(q:0)12. )
g0 =1

Given g and 6, a fern's output can naturally solve the minimization
problem of (3), as a fern's output is the mean of y; of the samples
that fall into the bin. That means we should just choose the
suitable g and @ in training. The pseudocode of our gradient
boosted fern regression is described in Algorithm 1.

Algorithm 1. Gradient boosted fern regression.

1: Given the training samples {x; € RF }’1\] with target values
5N
{yie R} .
21 Fo(x)=mean{y;}}.
: for t=1to T do

4:  Randomly select a set of M-dimensional features {qf}f:1
from the F-dimensional input features, and a set of

w

corresponding thresholds {HT}I:: 1
>t g0y =argming oy YN 11y, —f(q}: 011, where
Vi=Yi—Fi_1(x).
6 F0=Fe10+af(q:6")
: end for

Fig. 3. (a) Facial component level in the hierarchical regression. The red points are the positions. Green circles roughly indicate our sampling radius for the features.
(b) Cascaded GBF regression. (b) Red pixel pairs indexed by the homogeneous coordinates (white crosses) of current estimated components. (c) A hierarchical configuration
for the facial components and landmarks. A landmark (the cross) is described by a displacement vector (the arrow) from it to its parent component. (For interpretation of the
references to color in this figure caption, the reader is referred to the web version of this article.)
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4. Hierarchical pose regression

The GBFs described in Section 3 are the basic components of
our regression framework. In the hierarchical pose regression
process, several GBFs are connected sequentially. In this section,
we describe how these GBFs work together for the regression of
the head pose, and the localization of the facial components and
landmarks. In general, the head pose estimated in the first level is
used to drive the view-based model in the following levels. In the
facial component level, the algorithm estimates the locations of
the salient facial parts, which will serve as the initialization for the
facial landmark level, where all landmarks are included.

4.1. Head pose level
For head pose regression, we estimate the 3D head rotation
with a GBF. Each training sample contains a face roughly localized
by a face detector and annotated with head rotation values
= {yaw, pitch, roll}. We use the gray-scale version of the image
and apply a global illumination normalization as a preprocessing
step to reduce the effect of varying illumination conditions. In the
learning process, we randomly generate a pool of simple patch-
based features for GBF regression:

z 1@),7 2 I,

5
|Q‘l|peQ1 IQzlPEQz ©

vy, D=
where y ={Q;,Q,} with Q; and Q, being the squares within the
image I. This feature can be efficiently computed using integral
images. It can be treated as a generalized form of Haar-like
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features, allowing higher degree of freedom. After the feature
selection in the GBF training process, we store ¥, the threshold and
the predictions of the bins for every fern. Because there are just
some comparison and look-up operations for a fern, in testing, we
compute all the selected features for the image and then it can go
through every stage in the GBF extremely fast. The GBF regression
for the head pose is illustrated in Fig. 2.

With the estimated head rotation @’, we can compute the
conditional probabilities over the 3D view space and estimate the
2D facial pose with conditional view-based GBFs. Here we dis-
cretize the space of w into disjoint sets {®;}. The Gaussian kernel is
employed to estimate the distance between @ and @;:
d(a', D)) =1/2162 exp(— @' —w; 1% /262), where w; is the cen-
troid of @;, and o is the bandwidth parameter. To estimate the 2D
facial pose, we have

= SUP@ ) = Suiy 8 G2 ©®

d(@', D;y

where u(i) is the 2D pose estimated by the GBFs in the @; view
space and it can be obtained as described in Sections 4.2 and 4.3.

Table 1
Mean and standard deviation of the errors for the 3D head rotation estimation.

Method GBF SVR

Pitch error 8.60° + 8.56° 14.96° + 11.34°
Yaw error 6.77° + 6.69° 10.05° + 7.99°
Roll error 4.75° + 5.68° 6.89° +6.87°

.2

Fig. 4. Example images in the dataset for the head pose regression experiment.
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Fig. 5. Left: Mean head rotation errors in different stages in the GBF regression. Right: Mean pitch angle errors of patch-based features and pixel-based features.
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4.2. Facial component level

The 2D facial pose is estimated in the view-based model.
However, as the pose space of facial landmarks is large, the
regression is still difficult or needs a good initialization. We
sperate the pose into the component level and landmark level
(i.e., u={sc,s;}). Then we solve this problem with our hierarchical
approach. The regression process firstly works on a component
level, estimating the locations of some salient facial parts (e.g.,
eyes, nose, mouth), as illustrated in Fig. 3(a).

Cascaded GBFs (G',G?,...,GX) are included in this regression
level. Given the input image I and initial pose s2, each GBF
estimates the pose increment As. and update the pose, as shown
in Fig. 3(b). Specially, for each GBF, the features are related to the
image I and the pose updated by the previous GBF (called pose-
indexed features [12]). So we have

sk=sk=14Gra s 1), k=1,2,..K. (7)

The underlying assumption of the pose-indexed features is that,
given an object, the feature value only depends on the difference
between the input pose and the ground truth pose. These features
are ideal for computing the 2D pose of objects in images. For a
pose-indexed feature, we simply use the intensity difference of

[

two pixels in the image. Such features are extremely easy to
compute and have shown impressive performance in many other
computer vision problems [32,33]. Specially, the pixel is indexed
by pose, not the image coordinates. We define an associated
homography matrix for each facial component and express the
pixel in the homogeneous coordinates, as illustrated in Fig. 3(c).
We use a hierarchical structure to manage the components. The
rotation of the homography matrix is defined by the displacement
between the child and parent components.

We take a greedy approach in the training of cascaded GBFs,
training each GBF sequentially and minimizing the residual in each
stage k. The method is described as follows:

1. Given the training images within a same view space and their
ground truth facial component poses, take the mean pose as
the initial pose.

2. Randomly generate a pool of pose-indexed features.

3. Train a GBF as Algorithm 1. The input is the pool of generated
features and the target is the pose residual.

4. Update current pose with the pose increment predicted by the
trained GBF.

5. Repeat Steps 2, 3 and 4 K times or until the residual is unable to
reduce.

Fig. 6. Example images in the LFW face database [19] for facial landmark localization. The left image shows the annotated landmarks.
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Table 2
Mean errors ( x 10~ ") of the landmark localization by three methods.

Method Everingham et al. [28] Dantone et al. [13]  Ours
1. Left eye left corner 16.21 6.82 5.78
2. Left eye right corner  10.70 5.65 5.32
3. Right eye left corner  9.37 5.67 5.40
4. Right eye right 11.16 7.36 5.75
5. Mouth left 10.76 7.38 713
6. Mouth right 15.14 7.80 7.30
7. Nose strip left 10.85 5.92 6.69
8. Nose strip right 12.08 7.05 6.71
9. Upper outer lip - 6.40 6.69
10. Lower outer lip - 9.53 8.52

14 1

non-hierarchical

5 124 = = hierarchical I
5
= 10
g \
= 8 4m~c
6 : — ===
0 5 10 15 20

Fig. 8. Mean errors ( x 1072 of inter-ocular distance) of the landmark localization
by the hierarchical and non-hierarchical approaches.

Everingham BoRMaN

4.3. Facial landmark level

We use the estimated facial component locations as the
initialization for the regression of the facial landmark locations
(i.e., s;). Cascaded GBFs are also used in this stage. A hierarchical
configuration for the facial components and landmarks is defined,
as illustrated in Fig. 3(d). We assign a parent component to each
landmark based on the spatial distribution. A landmark is
described by a displacement vector from it to its parent compo-
nent, so we need to estimate the displacement via the cascaded
GBF regression. The motivation for using the displacement vector
is that the variation of the relative positions is much smaller and
the shape constraint is encoded implicitly in this case. Besides, we
also employ the facial components' locations as the regression
target, meaning that we can update the locations of the landmarks
and components jointly. This method improves the accuracy due
to the high correlation between the components and landmarks.

The training process for the cascaded GBFs in this level is similar to
that of the upper one. The only difference is that the pose-indexed
features are sampled within a smaller area (proportional to the
distance between neighboring landmarks). This is to reduce the effect
of nonrigid deformation and to capture features in a more
detailed level.

For the initial pose in testing, we use the facial component
locations estimated by the upper level, and the mean displacement

Everingham

BoRMaN

Ours

[ ( ‘ + ( ;
» ’ o ' o
J

Fig. 9. Qualitative comparison among the method of Everingham et al. [28], BoRMaN facial point detector [13] and our algorithm. We randomly select faces with different

degrees of error caused by our algorithm on the AFLW database [1].
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vectors in the training samples. The test instances go through the
cascaded GBFs and we obtain the 2D facial pose u(i) in a view space
;. Then the final locations for the landmarks are computed by Eq. (5).

5. Experiments and evaluations
5.1. Head pose regression

We first verify the head pose regression. Because we use only
one GBF in the head pose level, we can also evaluate the

Mean Error (x10-2) on AFLW

cthod Luxand Zhws Ours
landmar

Average accuracy (%) on AFLW

cthod Luxand Zhws Ours
landmar]

#1 94.45 90.44  96.02 #1 8.60 10.48 7.49
#2 93.93 92.54 95.03 #2 8.70 10.64 7.92
#3 90.82 74.02  90.01 #3 10.58 16.13 10.61
#4 92.40 86.18 93.66 #4 10.03 13.24 8284
#5 93.02 92.54  96.62 #5 9.67 10.69 7.52
#6 94.50 93.11 96.44 #6 8.58 11.08 7.53
#1 91.71 89.58 94.00 #1 10.74 12.14 9.35
#8 91.07 80.32 63.90 #8 11.38 15.55 18.57
#9 89.87 79.01 93.29 #9 10.78 15.01 9.27
#10 89.16 83.70 91.06 #10 11.51 13.63 10.33
#11 75.55 67.30 81.80 #11 17.44 18.87 14.60

Variations of the error (x102) on AFLW

lan dma:th()d Luxand Zhws Ours
#1 12.65 1433 10.23
#2 12.80 14.50 11.62
#3 14.42 13.25 9.39
#4 15.81 15.04 1237
#5 10.26 13.73 8.64
#6 10.37 13.54 9.69
#7 15.68 15.85 13.63
#8 11.07 16.25 13.00 °
#9 16.41 14.05 9.63 {
#10 1652 12.51 10.88 L
#11 21.03 17.51 17.10

Fig. 10. Quantitative comparison among the Luxand commercial face SDK [41], Zhu
and Ramanan's method [7] and the proposed algorithm on the AFLW database [1].
The accuracy is defined by an error threshold of 0.2 x inter-ocular distance. The
right bottom face image is labeled with the index of the facial landmarks.

Normalized alignement error on 300-W dataset

performance of GBF regression directly. We use the Biwi Kinect
Head Pose Database created in [34]| in the experiment. This
database is built with a Microsoft Kinect sensor. It contains 24
sequences of 20 different people recorded while sitting in front of
the sensor. They are asked to rotate their heads to span all possible
orientations. An off-line template-based head tracker is used to
label the 3D rotation angles, which range between + 75° for yaw,
+ 60° for pitch, and + 50° for roll. In our experiment, we use the
RGB images in this database. The database contains 15,000 frames.
We randomly select 3800 frames to perform our experiment.
Before the training and testing, we crop the face in an image
based on the labeled head center. We apply some random
displacement and scale transformation on the face. Then the
images are rescaled to 150 x 150 pixels. Fig. 4 shows some sample
images in the training and testing process.

The main parameters of a GBF are the number T of stages, the
dimension F of features generated for training, the fern depth M,
and the R feature subsets from which we select the best in each
stage. Here we set T =5000, F = 10,000, M =5, and R=20 for our
experiment.

Convergence analysis: Firstly, we analyze the effect of the
number of stage T. We randomly select 2000 images for training
and the other 1800 images for testing. From Fig. 5, we can see that
the GBF regression converges gradually and does not overfit,
showing that we do not need to carefully tune the learning rate
and stage parameter for the algorithm. In contrast, the need to
tune these two parameters is usually a problem for boosting
algorithms. Besides, we can see that the convergence rate is fast.
It is also evaluated with the patch-based and pixel-based features.
As discussed in Section 3, the pixel-based features are weaker and
depress the convergence rate, which is also verified by Fig. 5.

Estimation accuracy: To evaluate the accuracy of the GBF
regression, we perform a 4-fold cross validation experiment on
the dataset. We also compare the GBF regression with the support
vector regression (SVR), which is a popular regression technique
and has been applied to head pose estimation [35,36]. In the
experiment, SVR is also fed with the same patch-based features as
GBF. The parameters for SVR is set by the adaptive approach
proposed in [37]. The results are shown in Table 1, indicating that
the GBF regression outperforms SVR. We can see that the GBF
regression fits for very high dimensional data. Besides, the results
also demonstrate that by aggregating the ferns, we can obtain
substantial discriminative power.

Running time performance: We measure the running time
performance of the GBF regression on an Intel Pentium 3.2 GHz

20 - T
18.37

18 | I ESR

[Tsbm
16 [ CIRCPR

I Ours
14 +
12 +

Normalized mean error

5.60 5.79 558

L

Full set Common subset

Challenging subset

Fig. 11. Left: Quantitative comparison among ESR [11], SDM [9], RCPR [43] and the proposed algorithm on the 300-W database [8]. To further analyze the performance, we
divide the testing set into two subsets as [8]. The common subset includes the testing sets of LFPW and Helen, while the challenging subset contains the IBUG faces. Right:

The 68 annotated landmarks on 300-W.
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Fig. 12. Typical landmark localization results of our algorithm on the 300-W database [8].

CPU with C+ + implementation. It takes only 0.55 ms for an image
in the test dataset. This extremely fast performance attributes to
the ferns and comparison-based features.

5.2. Facial landmark localization on the LFW database [19]

There are several existing databases used for the evaluation of
landmark localization [5,38,39]. However, these databases are
either limited to frontal views or acquired under controlled
conditions. So they cannot exhibit enough variations of face
appearances and imaging conditions, which are crucial for prac-
tical applications. In recent years, much more databases with real
world images have been created [6,13,1]. These databases contain
outdoor faces with large variations in pose, lighting, expression
and make-up.

Firstly, we use the dataset published most recently in [19] to
verify the proposed algorithm. It contains 13,233 faces taken from
the LFW database [19]. The faces are annotated with the locations
of 10 facial landmarks manually. Fig. 6 shows the annotated
landmarks on one face and some sample images in this database.
As our algorithm also needs the locations of eyes and mouth for
the facial component level. The eyes' locations are set as the mean
of the eyes' corners, and the mouth location as the mean of the
mouth's corners. We conduct the experiment based on the result
of the face detection algorithm. The detected face bounding box is
enlarged by 40% and the face image is rescaled to 150 x 150 pixels.
The faces in this dataset are split into 5 subsets based on the
yaw angle of the head manually. We use this information for head
pose regression by labeling them with real world angles
w e {—60,30,0,30,60}.

We use the same parameters as those in Section 5.1 for head
pose regression. As for the 2D facial pose regression, different
parameters are set in the experiments because we use different
features. Specifically, we use 20 GBFs in both the facial component
and landmark levels. For the parameters in training each GBF, we
set T =500, F =256,M =5, and R=20. Five view-based-GBF mod-
els are trained according to the classification of yaw angles.

We perform 10-fold cross validation experiment. Similar to
most previous works, the localization error is normalized by inter-
ocular distance to make it invariant to face size. The accuracy is
defined by a strict error threshold (0.1 inter-ocular distance). Fig. 7

shows our results on the facial component level. The mean error is
compared between our method and Valstar et al.'s [40]. It shows
that our accuracy is more than twice higher. The convergence of
the sequential GBFs is also given in Fig. 7. Table 2 presents the
comparison between our method and two state-of-the-art ones
[28,13], on the facial landmark level, showing that our method
outperforms both methods at most of the landmarks. Also our
method is much faster. The method in [28] cannot achieve
realtime performance and the method in [13] is reported to
consume about 100 ms for the accuracy listed in Table 2. The
computation cost of our algorithm is much less. With our current
implementation, it takes only about 30 ms.

To further demonstrate the effectiveness of the proposed
hierarchical approach. We compare it with non-hierarchical pose
regression in the same cascaded fern framework using the same
dataset. The non-hierarchical algorithm skips the head pose and
facial component levels and estimates the landmarks directly. The
training samples consist of the faces with head pose in the five
different views. The mean errors of the two approaches on the
facial landmark level are shown in Fig. 8. We can see that both the
mean errors converge with 20 GBFs. In the hierarchical approach,
the initial error is much less and the converging results is also
better.

Fig. 14 shows some results of our algorithm on the test images.
We see that it can deal with variations caused by head rotations
(the first row) and facial expressions (the second and third rows).
Due to the encoded shape constraint, in some cases with occlu-
sions (the fourth and fifth rows), we can also obtain good results.

5.3. Facial landmark localization on the AFLW database [1]

AFLW database contains annotated face images gathered from
Flickr." In the experiment on this database, we use 11 landmarks
for training and testing, as shown in Fig. 14. Specifically, we select
the faces labeled with all the 11 landmarks, from which we
randomly choose 4000 faces to train our model. In this database,
each face is labeled with a yaw angle value and we use it to train
the head pose regression model. As for the 2D pose regression, we

T An image hosting website (www.flickr.com).
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use K-means to divide the faces into 3 clusters according to the
yaw angle, and then train 3 view-based models. In this section, we
conduct qualitative and quantitative analysis. The training para-
meters are the same as those in the previous experiment in
Section 5.2.

For qualitative analysis, we test the trained model on the remain-
ing 5857 faces in AFLW. We sort the facial landmark localization
results on AFLW by the drift errors from the ground truth, and
randomly select 10 faces with different degrees of error which are
presented in Fig. 9. From faces A to ] in Fig. 9, the errors of our
algorithm increase gradually. The results are also compared with
those by the BoRMaN facial point detector [13] and the method of
Everingham et al. [28]. Since these two algorithms do not estimate
the centers of the eyes or mouth, the eye locations are set as the mean
of the eyes' corners, and the mouth location as the mean of the
mouth's corners. We can see that for the frontal face (face A), all the
three methods performs well. For the faces with some rotations (faces
B, D, E, H), ours performs better. In a few cases, our algorithm may fail
if the head pose estimation has large errors (faces |, ). The assignment
of the wrong view-based model cannot well capture the face
appearance. Also, in cases where the pose is far from frontal in the
training set (like the face G), the algorithm may cause some errors.
This is because the characteristics of these samples may be omitted,
due to the average in the fern's leaves. Better choice of the features
and split function can reduce this effect. However, our algorithm
achieves better overall performance.

For quantitative analysis, we compare our method with Luxand
[41], which is a high-quality commercial face SDK, and the
algorithm in [7], which also achieves the state-of-the-art perfor-
mance. Here we define the localization accuracy by an error
threshold of 0.2. Fig. 10 shows the accuracy, mean and standard
deviation of the errors. We can see that in all of the facial
landmarks except the nose tip, our mean error is the smallest.
The variation of our error is also smaller than the other two,
meaning that the result is more stable. The performance of our
method drops on the landmark of nose tip. It is mainly because we
use simple pixel-comparison feature and it cannot work well in
these textureless areas.

5.4. Facial landmark localization on the 300-W database [8]

The 300-W database [8] is a collection of faces from LFPW |[6],
AFW [7], Helen [42] and XM2VTS [38]. It also contains faces from a
new database called IBUG. In total, this 300-W database has 3837
faces. Each face is annotated with 68 landmarks (as shown in Fig. 11).

To annotate the yaw angle of the head, we take a scheme similar
to [1]. In particular, we fit a 3D face model to the annotated
landmarks. Then the head pose parameters are adjusted to mini-
mize the distance between the annotations and the projected
points. We also use K-means to divide the faces into three clusters
according to the yaw angle, and then train three view-based
models. For the parameters, we use 20 GBFs in the facial component

Fig. 13. Typical landmark localization results of our algorithm on the LFW database [19].
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Fig. 14. Typical landmark localization results of our algorithm on the AFLW database [1].

level and 40 GBFs in the landmark level. Specially, as the annotation
in this dataset contains the contour of a face, we extend our
hierarchical framework by adding a third level regression of
cascaded GBFs. In this level, the GBFs target at the landmarks on
the contour. There are also 40 GBFs in this level. For the parameters
in training each GBF, we set T=300, F=256, M=5, and R=5.

The training set contains 3148 faces, including AFW, the training
set of LFPW, and the training set of Helen. The testing set has 689
faces from IBUG, the testing set of LFPW, and the testing set of Helen.
Our main competitors are the shape regression based methods,
including explicit shape regression (ESR) [11], supervised descent
method (SDM) [9] and robust cascaded pose regression (RCPR) [43].
We use the publicly available code [43] for ESR and RCPR, while we
implement SDM and our implementation achieves comparable
accuracy to that which was reported by the original authors. To
conduct a fair comparison, we follow the same evaluation protocol as
in [6,11], where the inter-pupil distance is used to normalize the
landmark error. Fig. 11 shows the normalized mean errors of the
proposed method with the three baseline methods. Figs. 12-14 show
some results of our method on three databases.

6. Conclusions

We have presented a real time hierarchical pose regression for
facial landmark localization in this paper. Different from many
existing algorithms, the facial pose is estimated in a hierarchical
configuration with three levels: the head pose, facial component,

and facial landmark. We believe that the hierarchical pose regres-
sion can also be applied to other image-based pose regression
problems. We have also proposed a generalized gradient boosted
fern (GBF) regression, and the hierarchical pose regression is
conducted in a unified cascaded fern framework. The discrimina-
tive power and computation efficiency are demonstrated in the
experiments. Tested on the latest datasets, our experiments show
that our algorithm not only runs faster but also obtains better
accuracy than the state-of-the-art algorithms. Besides, due to the
randomized process, the GBF can avoid the overfitting problem. In
the future work, we intend to further explore this regression
technique and apply it to other feature point localization
problems.
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